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Background
What do we know about traffic accidents?

Statistics: The annual economic cost of road crashes in Australia was estimated at $27 billion 
in 2017 [1]. Over 5 million accidents happen annually in the United States [2]. Also, accidents 
result in 1.35 million fatalities worldwide in 2016.
Congestion: Traffic accidents pose significant challenges to modern transportation systems, 
affecting traffic flow and public safety.
Prediction: Accurate modelling of traffic accidents is crucial for intelligent transportation 
systems, for reducing traffic congestion and economic cost associated with accidents.

Large Language Models: These models hold considerable promise for addressing the 
complexities associated with processing unstructured datasets and enhancing the efficiency 
of accident modelling.

[1] https://infrastructure.gov.au/roads/safety/, 
[2] National Highway Traffic Safety Administration. Traffic safety facts 2013. U.S. department of transportation, 2013.
[3] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N. & Polosukhin, I. (2017). Attention is all 
you need. Advances in neural information processing systems, 30.
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Current Limitations & Potential of LLMs

Limitations of Traditional Models:

- Accident Report Format: Models built on structured/tabular data often 
can't transfer between systems due to using different accident report 
formats.
- Linguistic Features: Inability to capture complex linguistic features in 
textual accident reports.

Potential of Language Models:

- Leveraging Unstructured Accident Report representation: Traffic 
incident reports and other related text data represent a rich source of 
information that is often underutilized in traditional predictive models. 
- Model Transferability (e.g. between countries): Aim to develop a 
universally applicable model (cross-dataset) by leveraging language 
models.
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Existing research: incident severity classification / duration prediction

Oliaee, A. H., Das, S., Liu, J., & Rahman, M. A. (2023). 
Using Bidirectional Encoder Representations from 
Transformers (BERT) to classify traffic crash severity 
types. 
Natural Language Processing Journal, 3, 100007.

Agrawal, P., Franklin, A., Pawar, D., & Srijith, P. K. 
(2021, September). 
Traffic Incident Duration Prediction using BERT 
Representation of Text. 
In 2021 IEEE 94th Vehicular Technology Conference. 
IEEE.

Yuan, S., & Wang, Q. (2022, February). 
Imbalanced traffic accident text classification 
based on Bert-RCNN. 
In Journal of Physics: Conference Series (Vol. 
2170, No. 1, p. 012003). IOP Publishing.
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Zheng, O., Abdel-Aty, M., Wang, D., Wang, Z., & Ding, S. (2023). ChatGPT is on the 
horizon: Could a large language model be all we need for Intelligent 
Transportation?. arXiv preprint arXiv:2303.05382.

LLM for text-to-dataframe processing
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Novel Approach: Application of LLMs in traffic accident modelling
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Novel Approach: Diagram
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Datasets

1. Countrywise Traffic Accident Dataset (USA) – 25,000 cases (even severity class sampling)

https://smoosavi.org/datasets/us_accidents

2. Road Safety Data (UK) 2018,2019,2020,2021 – 20,000 cases (even severity class sampling)

https://www.data.gov.uk/dataset/cb7ae6f0-4be6-4935-9277-47e5ce24a11f/road-safety-data

3. Queensland Road crash data (Q) – 25,000 cases (even severity class sampling)

https://www.data.qld.gov.au/dataset/crash-data-from-queensland-roads/resource/e88943c0-5968-4972-a15f-38e120d72ec0
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Road Safety Data (UK) 
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Queensland Road crash data (Q)
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Full text representation
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LLM models
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Queensland: Performance of LLM models
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UK: Performance of LLM models
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USA: Performance of LLM models

!
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Overall performance of LLM models (NLP features only)
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Research Summary
Goal: Improve traffic management and emergency response through more accurate severity 

classification and accident duration prediction.

Motivation: Traditional Machine Learning Approaches show reasonable accuracy but have 

the limitation of structured report representation.

Current Study

- Model Variety: We use 8 large language models (BERT, XLNet, RoBERTa, etc.).

- Datasets: We apply models to 3 diverse accident data from USA, UK, and Australia.

Implications

- Higher performance: Language models can outperform traditional machine learning in 

some scenarios.

- Global Transferability: LLM promise more accurate and universally applicable traffic 

management solutions, unconstrained to reporting format (which can vary across 

countries/cities).
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Conclusion

- Leveraging Unstructured Accident Report representation: Traffic incident reports and other 
related text data represent a rich source of information that is often underutilized in traditional 
predictive models. 

- The use of LLMs for accident severity classification: This study presents a comprehensive 
comparison of various machine learning (including Random Forest and XGBoost) and large 
language models (BERT, RoBERTa, and Albert, etc) for feature extraction from textual accident 
report representation for the task of classification of traffic accident severity.

- Insights: The findings of our study offer valuable insights into the performance of different ML-
LLM model combinations, which can support the development of future Traffic
Incident Management Systems (TIMS).
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Future research on Applications of LLMs in traffic accident modelling

Model transferability:
Models for cross-dataset prediction

ML Models fine-tuned to data sets
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